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The sliding mode method 4 is one of the most effective means of controlling complex dynamical systems operating under conditions
of indeterminacy. It is based on the maintenance of specified properties of a system by means of a continuous (most commonly, a bang-
bang) control that switches at a very high (theoretically infinite) frequency. In theory, a sliding mode does not simply enable one to
reduce the actions of external perturbations but to quench them completely. A serious drawback of the method shows up in its practical
implementation. The frequent switchings of the control give rise to high-frequency oscillations of the controlled object 4 that can lead to
its physical destruction. The development of methods for suppressing this chattering effect is one important area of investigations in the
theory of sliding mode systems. 47

There are two basic approaches to solving the problem of reducing the negative oscillations of the system in a real sliding mode. The
first is based on the smoothing out of the bang-bang control at the boundaries where switching occurs, that is, in practice, by replacing a
continuous control with a discontinuous control.* The second method is associated with the concept of the order of a sliding mode. 8-10

Higher-order sliding modes retain all the theoretically established properties of classical sliding systems while at the same time reducing
the amplitude of the high-frequency oscillations 6 and increasing the accuracy of the control when there are discrete measurements and
delays in the system at the time of the switchings.? This factor has already influenced the activity in the use of higher order sliding modes
in systems for controlling mechanical systems. 11-13

This paper is concerned with developing a method of constructing Lyapunov functions for analysing of systems with higher order sliding
modes. The extension of the method of Lyapunov functions to the class of systems with higher-order sliding modes is important from a
practical point of view, since it not only enables one to establish the fact that a sliding mode has occurred but also to estimate the time of
entry into it. 114

1. Analysis of finite-time convergence by the method of Lyapunov functions

Differential equation with a discontinuous right-hand side. Consider a vector system of the form
X = g(t,x, u(t,x)), t>0 (1.1)

where xeR" is the state vector of the system, the vector function u(t,x)=(u1(t,x), uz(t,x),. .., um(tx)" defined in the whole of the space R™!
is continuous and the vector function g(t,x,u) is defined and continuous in R*™*1,
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Following the classical approach,!> we will denote the set of all possible values of the scalar function u;(7,y) when (7,y) — (t,x) by U;(t,x)
and, for each point g(t,x,u), we determine the closed convex set

K[g)(t,x) = To{g(t,x, u):u= (uy, ..., )", u; € U1, %)} (12)
containing all the limiting values of the function g(tx,u(t,x)), where coS is the convex closure of the set S.
Definition 1. We shall call the solution of the differential inclusion

x € K[g](#,x) (1.3)

that is, the absolutely continuous vector function x(t), defined in the interval or segment I for which the inclusion x € K[g](t, x) is satisfied
almost everywhere on I, the Filippov solution (Filippov trajectory) of Eq. (1.1).

In addition, it is assumed that the set K[g](t,x) satisfies the conditions for the existence of solutions of the differential inclusion (1.3) and
the conditions for their non-local extendibility (see Ref. 16, for example).

Finite-time convergence and the method of Lyapunov functions. We will now present some simple generalizations of well-known results,
14,17-19 which will be used below to analyse systems with higher-order sliding modes.

Definition 2. The set D containing all the points of the trajectories of the inclusion that never leave this set, that is,

Vx,€ D=>x(t) € D forall >0

where x(t) is a trajectory of inclusion 91.3) with an initial condition x(0)=x(<D, is called the invariant set of differential inclusion (1.3).

Suppose d(z, M) is the distance from a point z € R" to the set McR", that is,

d(z, M) = inf|z- ]

veM

Definition 3. We call the invariant set D the attracting set for inclusion (1.3) if

d(x(?), D) > 0 when t—> +o©
where x(t) is a solution of inclusion (1.3) with an arbitrary initial condition
x(0) = xo: [xo] < +o0 (1.4)
Special cases of attracting sets are stationary sets that are stable on the whole and points of dichotomous systems.!®

Definition4. We shall say that an attracting set D is accessible after a finite time if, for each solution x(t) of inclusion (1.3) with an arbitrary
initial condition (1.4), a finite instant t;=t;(xg) is found such that

x(t) € D when t>t,

The sliding manifold ! can serve as a typical example of an attracting set that is accessible after a finite time.
Theorem 1. Suppose, for a closed set D C R, a function V(x), which is defined and continuous in R", exists and satisfies the conditions
1) V(0) = 0 when x e D and V(x) >0 for all x e R"\D;

2) V(x) satisfies the Lipschitz condition in a neighbourhood of each point of the space R";
3) for each solution x(t), t > 0 of the differential inclusion (1.3) with an arbitrary initial value (1.4), the function V(x, t) satisfies the inequality

V(x(f)) < —k VP (x(f)) forallalmost z>0; k>0, 0<p<1 (15)
The set D is then an attracting set for the inclusion (1.3) and is accessible after a finite time with an estimate
1 1-
1(xg) £ ————[V(x0)] P
k(1-p) (1.6)

Proof. Since the absolutely continuous function x(t) is a solution of differential equation (1.1), then, under the constraints mentioned
in the theorem, the function of time V(x(t)) will also be absolutely continuous. The validity of the theorem then follows from differential
inequality (1.5) which guarantees that the function V(x(t)) does not increase for all t>0 and reaches a value V(x,(t;))=0, after a finite time
(1.6) and, consequently, x(tr)eD. By virtue of the non-negativity of the function V(x), we have V(x(t))=0 for all t>t,. The assertion of the
theorem follows from this when account is taken of the non-local extendibility of the solutions.

Corollary 1. Suppose 0<K][f](t,0) and Theorem 1 holds for the set D={0}. Differential inclusion (1.1) then has a null solution x(t)=0 that
is globally asymptotically stable and accessible after a finite time.

Note that condition 2 in Theorem 1 can be omitted if, instead of inequality (1.5), we use

D*V(x(t)) < —kWP(x(t)) for all 1>0;  D*V(x(f)) = hlimOV(x(’ + h)z — V(x(1))
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(D" is an upper right Dini derivative number (finite of infinite)).
Higher-order sliding modes. Suppose, in system (1.1), the function u(t, x) has the meaning of a control. The scalar output o =0(t,x), o €R,
that it is necessary to stabilize at zero after a finite time, is now introduced into the treatment.

Definition 5. If the continuous output o(t,x) of system (1.1) has derivatives that are continuous with respect to the variable x and total
derivatives with respect to time up to the (r - 1)-th order inclusive and the set

Y= {xeR o(tx)=6(x)=...=c"""(t,x) = 0} (1.7)

for system (1.1) is an attracting set and is accessible after a finite time, then its motion on the set X is called a sliding mode of the r-th order
and the set X itself is called a sliding manifold of the r-th order.

Below, we shall study second-order sliding modes and consider a control system of the form of (1.1) under the assumption that it is
affine with respect to u with a relative order of 2. We shall then have the following equation 1° for the output

6 = a(t,x)+ b(t,x)u(o, &) (1.8)

where XeR" is a state vector, ucR is a scalar input (control) and o<R is the scalar output that is available for measurement together with
its derivative at each instant. We will assume that the functions a and b are unknown but bounded:

la(,x) <C u 0<b™ <b(t,x) < b™ (1.9)

where C, b™in pMaX gre known numbers.
Every solution of Eq. (1.8) satisfies the differential inclusion

& e [-C,Cl+[b™, b™ u(o, &) (1.10)

which is obviously autonomous and dependent solely on the output. The problems of synthesizing a sliding control and of analysing of
the finite-time convergence for the initial system can therefore be solved by investigating differential inclusions of the form (1.10).

2. A Method of searching for candidates for Lyapunov functions
2.1. Description of the system

Suppose the control system has the form
x = g(x,y), y=axy)+b(tx yux,y)+f(1xy) (2.1)

where XeR" and yeR¥ are the components of the state vector of the system, g: R” x R¥ - R", a: R"xR¥K — R¥ are known vector functions, u:
R" x Rk - R™ is a known and, in the general case, discontinuous control function, the matrix of the gain coefficients

b(t,x,y): Rx R x R* > R**"”

is assumed to be unknown but bounded

max

b(t,x,y) = {b(t,x,»)}; 0<b" <by(t,x,y) < by

i=1j=1
and the unknown vector function
fit,x,y): RxR"xR* 5> R*
satisfies the inequality
Ifi(t, x,y)|<C;, i= 1,2,k (23)

It is also assumed that the numbers C;, bg‘i“ and b are known.

It is required in the case of system (2.1) to propose a method of constructing candidates for the Lyapunov function using which it can
shown that the set D is an attracting set which is accessible after a finite time.

2.2. Estimation of the total derivative

Suppose the continuous function V(x, t) is such that, for almost all £> 0, it has a total derivative along the trajectory of system (2.1)

n k m
V = ng(xa y)g—;—/+ Z{ai(xa y) + Zb[j(t’ X, y)uj(xa y) +f;'(t, X, y)j
i=1

14
s ay:
s=1 j=1
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The limit

oV

V< ng(x y)_ + Zh (X Vs Kits <5 Mims Yz)ay

s=1 i=1

then holds almost everywhere, where

hi(X, Y, Wity -oes Bims ¥i) 2= ai(X, ¥) + Zl»lijuj(xa N+y, Vi = Ci51gn((3—lj)

j=1 !

W = ;’bmm(l - ggn(g;u (x y))) + %bg‘ax(l + sign(g—;:uj(x, y)))

We will seek the Lyapunov function V(x, y) in the form of a continuous solution of a partial differential equation (q>0 and r>0 are
certain positive parameters)

zgs(x y) +Zh (x Vs l"’ll’ . au1m9Y) y qu

s=1 i=1 ! (2.4)

If V(x, y) is a suitable solution of Eq. (2.4), then the inequality

dV(x(1), y(t
VD YD) < g1 (x(1), y(1))
dt
holds and, in the case when 0<p <1, we obtain a Lyapunov function with a finite convergence time

7, < (1 )[V(X(O) (D))

and, when p > 1, it only guarantees asymptotic stability (and, for p =1, exponential stability).

In order to solve Eq. (2.4), it is necessary to know the piecewise-constant functions u; and y; which, in their turn, depend on sign(BV/ayj)
and sign(u(x, y). Since -y; and ;; can only take two possible values y; € {—C;, G} and ;i {bl";‘“, bma"} we can consider Eq. (2.4) assuming
that vy; and ;; are constant parameters. The exact values of the functions <y; and p;; can only be determined after discovering the general
form of the function V(x, y).

The idea of searching for a Lyapunov function in the form of a solution of a partial differential equation was apparently expressed for the
first time by Zubov.!” The proposed modification of Zubov’s method allows of a non-linear dependence of the right-hand side of Eq. (2.4)
on the required function V. It is precisely this generalization that enables us to find Lyapunov functions with a finite convergence time.

Remark 1. All the arguments still hold if the second equation of (2.1) is replaced by the differential inclusion

min max max max T

Ju+[-C,Cl; 6™ = (b7}, B = (b7}, C = (Cy .. Cp)

yealxy)+b ;

2.3. The method of characteristics

The solution of Eq. (2.4) with constant +y; and p;; can be found by the method of characteristics: every function V(x, y) that satisfies the
following system of ordinary differential equations (the characteristic equations)

dx, _ _ dx, _ dy, _ dy, _drv
gl(x’y) g,,(x,y) h,(x,y, K -ees Hlm:'Yl) hk(x’ya I'J'klﬂ"'v Hkm’Yk) —qu

is a solution of Eq. (2.4).
If the first integrals of the system of characteristic equations

(Pr(st,y, W, v, 9, p) = conSta r= 1’ 2, bt k’ p= {ulj} » ¥ = (Yl’ LERE] 'Yk) (2.5)
have been successfully determined, the function V(x,y,.,y,q,p) can be found as the solution of the non-linear algebraic equation

O (V. %, 0, s Y5 G5 P)s -5 Pk (Vo X ¥, 1, Y5 4, P)) = 0 (2.6)

where ®(¢q,...,¢u+) is an arbitrary function. Every solution of the last equation defines a possible candidate for a Lyapunov function.
However, the function ® and the parameters , y, ¢ and p have to be chosen such that the resulting function V(x, y) is continuous and
satisfies the condition: V(x, y)=0 when (x,y) € D and V(x, y) >0 when (x,y) e R™D,
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This method does not provide a formal algorithm for constructing a Lyapunov function. It only helps to obtain a candidate for a Lyapunov
function, while reducing the problem of finding a suitable “energy” function to the problem of the correct determination of the parameters
of the candidate function.

2.4. Candidate for a Lyapunov function for second-order sliding systems

Consider the problem of finding a candidate for a Lyapunov function for a second-order sliding system of the form of (1.10) with a
bang-bang control.
We put x=0 and y = ¢. The differential inclusion (1.10) can then be represented in the form

x =y, yel[-CCl+[b™, b™ u(x,y) (2.7)

where u(x, y) is a given piecewise-constant function with a finite set of values (a bang-bang control). Then, when p=1/2, Eq. (2.4) takes the
form

ov -0V
0 +39Y = gV
Yot 15 gV

w1 (). = (s3] ()
y—y+pu,y—Cs1gn($,p.—2b (1 sign o +2b 1 + sign o

For the corresponding characteristic equations

dx _dy _ _dV

y Y —qﬁ
and, when the discontinuous nature of the control u is taken into account, the first integrals
2
2.V
0i(x,) = x-2=, (Vy) = -1-=
2y Y q

can be easily found.
Choosing the function & in the form

O(9,9,) = 0, +P«/|(P1|

where p is a parameter, we obtain the non-linear equation for finding V=V(x, y)

2
2V _ Yy p ¥
q Y 2y

from which, subject to the condition that its right-hand side is non-negative

2

4 x—2|-¥>0
2y vy (2.8)
we finally obtain
2 2 2
e = 4o, -2 -2

In view of the fact that the control is of the bang-bang type, the function V(x, y) will be discontinuous. For each specific case it is therefore
necessary to choose the parameters q and p so that these discontinuities are eliminated. It is precisely with this aim that the second term
in the formula for @ is taken under the radical sign, thereby ensuring the same power of the terms in the variable y.

Lyapunov functions with a finite convergence time will be constructed below using formula (2.9) for a series of second-order sliding
systems with a bang-bang control.

3. Lyapunov functions for second-order sliding systems
3.1. A “twisting” algorithm

A bang-bang control of the form
u = —rsign(x) - r,sign(y) (3.1)

where rq >, >0 are control parameters, is obviously called a “twisting” algorithm 210 due to the characteristic behaviour of the trajectories
of the closed system (see the left-hand side of Fig. 1).
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It is required to construct a Lyapunov function which proves the asymptotic stability and the attainability of the zeroth solution of
system (2.7) with control (3.1) after a finite time and also to obtain an estimate of this time.

A function Vi (x,y) of the form of (2.9), for which positive definiteness is required, can be a candidate for the Lyapunov function in the
case considered. Then, when account is taken of inequality (2.8), we obtain the condition

pllx =y /27| > y/7 when x> +y* >0 (3.2)

It can be shown that the constraint ! >r2+C/b™n is a sufficient condition for the existence of a finite number p that satisfies the
inequality (3.2).

It has already been mentioned that, in the general case, the function (2.9) can have discontinuities and the parameters q and p have to
be chosen so that they are removed. In the case considered, the function Viw(x,y) is discontinuous on the lines x=0 and y =0 (see the form
of Eq. (3.1)). Consideration of the limits of the function Vi (x,y) when x — 0 for arbitrary y and, when y — 0, for arbitrary x:

Vo (x, ) = (p/ 217 - sign(»)/7) ¢*y* /4 when x —> £0

V(% ¥) = ¢°p’IxI /4 when y — %0
leads to the system
- . ~2 =2
7' (p/20 - sign(»)/7) =k, ¢p’ =1

where k is a certain positive number. By choosing the parameters p and g in the form

._ ~2/lylsign(xy) 1
p * = - ’ q M I |
2k -1 p (33)

we guarantee the removal of the discontinuities from the function Vyw(x,y) on the lines x=0 and y =0.
Combining the definitions (3.3) with condition (3.2), we obtain the following result.

Lemma1l. If
ry+ C/B™ < 1y < (6™ + 5™ )r, - 2C)/(b™ - b™") (3.4)
and k satisfies the condition
min -1/2 7 max -1/2
207 (r+r)-0) " <k<(2(0b 7 (r-r)+0) (35)

then p >0 and condition (3.2) is satisfied for all xy + 0.

Proof. We note that, in the case of condition (3.4), the interval (3.5) is non-empty and the equality sign(y) = —sign(x) holds. We write
inequality (3.2) for p of the form of (3.3)

~2/lylsign(xy) | sign (xy)

k=1 ey + 1/

Since

W = ly+pul = |Csign(xdV,,/dy) — u(r, + rysign(xy))|

then, for xy >0, we have |§| = b™"(r; +r,) — C, and the validity of inequality (3.2) follows from this when the left inequality of (3.5) is
taken into account. Similarly, we obtain that the validity of inequality (3.2) follows from the right inequality of (3.5) when xy <0.
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/-

Defining y and  in the form
y = Csign(y), p:= %bmi"(l + sign(xy)) + %bma"(l — sign(xy))
we finally obtain
¢ odle—y 1@l -y 14, 20

K4, x=0
Ix|/4, y=0 (3.6)

V%, y) =

The numbers q and p are given by formula (3.3), # = ¥ + nu and the number k satisfies condition (3.5).

Theorem 2. When condition (3.4) is satisfied, the function Viw(x,y) possesses the following properties:

1) it is positive definite and Lipschitzian in the neighbourhood of each point of the space R? and also continuously differentiable when xy + 0;
2) the derivative of the function Viw(x(t), y(t)), where (x(t), y(t)) is an arbitrary solution of the inclusion (2.7), (3.1), satisfies the inequality

Von (1, Y(1)) < ~in =T =€ 1 G, 5
b (ri—-r)+C (3.7)

for almost all t >0, where

_ i *E®)-E®)

qmi = 5
e de{-1,1} 2

E(8) = JJ[B™(1 +8) + 5™ (1 = 8)](r, + 1,8) — 2C8

The proof of Theorem 2 and subsequent theorems is given in the Appendix.

Note that the constraints imposed on the system parameters and controls are exactly the same as the results obtained from a geometric
analysis of a “twisting” system.?

The Lyapunov function Viw(x,y) and its contour lines for the case when

B™ =3/4, b™ =1, r, =2, r,=1landC = 12
are shown in the middle and right parts of Fig. 1.
3.2. Nested algorithm

Suppose the bang-bang control u in system (2.7) has the form

u(x,y) = —osign(z(x,y)); z(x,y) = y+ B/x|sign(x) (3.8)

where a>0 and B >0 are the control parameters. This control algorithm is called the nested controller of a sliding mode.1?
Both the switching curve

Ax,y) =0 (3.9)

as well as the origin of coordinates (0, 0) can be the attracting set for system (2.7) with the control (3.8). In the first case (see the left part of
Fig. 2), a first-order terminal sliding mode arises on the curve (3.9) 13 (that is, a sliding mode in which the trajectory of the system during
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Fig. 3.

the sliding process reaches a specified value (the origin of coordinates, for example) after a finite time and, in the second case (see the left
part of Fig. 3), the trajectory at once converges to the origin of coordinates after a finite time in a similar manner to the twisting algorithm
considered above. 10

In view of the bang-bang character of the nested control, the function (2.9) can again be taken as a candidate for the Lyapunov function
for system (2.7), (3.8). In this case, it is necessary to remove the discontinuities in the function Vierm(x,y) on the curve (3.9). We have

Viem = 4 (oAll1/8% + sign(y)/(27)| - sign(y)/7) ¥*/4 when z — %0

In the case when a terminal sliding mode arises in a system with a nested controller, the Lyapunov function Vierm(X,y) must vanish on
the curve (3.9). Hence, for z(x,y) — +0, we must have

p = sign(y)
A11/B + sign(»)/(27)|

However, on choosing the parameter p in the proposed manner for all (x,y) € R2, we obtain that Vierm(x,y) not only vanishes on the curve
(3.9) but also on the curve y — B/[x]sign(x) = 0. It is more judicious to define p in the form

pi= A —sign(Q) :
7ll1/B? = sign(9)/(27)|

The following assertion can serve as a basis of the correctness of this choice.

¢ = o(x,») ==x-y"/(2Y)

Lemma2. If
B’ <2(6™a-C) (3.10)
then

sign(y) = —sign(@) when z(x,y) > £0

Proof. When z— 0 we have y — B./]x[sign(x) and sign(x)=—sign(y). Then,
. . 2 ~ . . 2, -
sign(¢) = sign(x~B°|xl/(2y)) = sign(sign(x)-B"/(27))
from which the assertion of the lemma follows by virtue of the inequalities

B2 <2(b™ - C) <2l

Then, specifying that

g:=1, v:=Csign(z(x,y)), p:=>5b™"" (3.11)

we finally obtain

Vlerm(xay) = {(P |x_y2/(2?)1_y/?)2/4 when z;’:O

0 when z = 0 (3.12)
Theorem 3. In the case of condition (3.10), the function Vierm(x,y) possesses the following properties:
1) it is continuous in R? and continuously differentiable when @(x,y) # 0;

2) it vanishes when z(x, y)=0 and is positive when z(x, y) # 0;
3) theright upper Dini derivative of the function Vierm(Xg/€), where (x(t), y(t)) is an arbitrary solution of system (2.7), (3.8), satisfies the inequality
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D*Vierm(x(1), (1)) < =/ Vierm (x(1), ¥(1)) (3.13)

forall t>0.
The Lyapunov function and its contour lines for system (2.7), (3.8) with the parameters

p™ =3/4, ™ =1, a=2, B=1, C=1/2

is shown in the middle and right parts of Fig. 2.
The Lyapunov function constructed enables us to estimate the finite time of incidence on the sliding curve (3.9)

1,51 = 2, [Vierm(x(0), y(0))

The time of incidence at the origin of the coordinates can be estimated by studying the first-order sliding equation on the curve (3.9)

% = —B./Ix|sign(x) when > 1,

The estimate of the time of entrance into a second-order sliding mode (incidence at the origin of the coordinates) has the form

to <1, + 2B lx(0) + y(0)1, + 1, (C— 5™ o)sign (z(x(0), ¥(0)))/2 (314)

In the case when a terminal sliding mode may or may not arise in system (2.7) with a nested controller (3.8) (see the left part of Fig. 3),
the Lyapunov function is constructed by the same method as in the case of the twisting algorithm, but with the sole difference that the
discontinuities in the curve (3.9) and the line y =0 have to be eliminated.

The Lyapunov function Vpest(x,y) for this case has the form of (3.6) with the conditions xy # 0 and x =0 replaced by yz(x,y) # 0 and z(x,
y)=0. Here,

sign(y)/y
J1/8% + sign(y)/(27)| - k

min

y:=Csign(z), p:=5b"", q:=1/|pl, p:=

and

N1/QID - 1/B% <k < N1/Q2R1) + 1/82 = 1/42]/]

Theorem 4. When 4(b™"q — C)/+v/3 > B2 > 2(b™ing — C), the function Vnest(x,y) possesses the following properties:

1) itis positive definite and Lipschitzian in the neighbourhood of each point of the space R? and also continuously differentiable when yz(x,y) + 0;
2) the derivative of the function Vyest(x(t), y(t)) along the trajectories of system (2.7), (3.8) satisfies the inequality

Vaest (6(1), p(£)) < —min{kB*/2, Gin } A/ Vaen (1), p(1)) (3.15)

for almost all t>0, where

Gmn = 71 min }J|1/B2—8/(2|?I)|

de{-1,1
The function Vypest(x,y) and its contour lines are shown in Fig. 3 for the parameter values
bmin=4/5, p">*=1, a=1, Bp=5/4, C=1/10
“The super-twisting” algorithm. We now consider the “super-twisting” system
x = —ou/|x|sign(x) +y, ye[-L,L]-Bsign(x) (3.16)
where x,y R are scalar variables and «, 3 and L are positive parameters. A characteristic trajectory of system (3.16) is shown in the left
part of Fig. 4.
The need to study such a second-order sliding system is caused by the numerous applications,!0-1220 one of which we consider below.

The problem involves constructing a Lyapunov function that proves the convergence of any solution of system (3.16) to the origin of
coordinates (0,0) after a finite time. A second-order sliding mode will obviously arise on the line x=0.



298 A.S. Poznyak et al. / Journal of Applied Mathematics and Mechanics 75 (2011) 289-303

)

)

\

o
=

—
[

Following the proposed method of searching for candidates for the Lyapunov function, we obtain (the approach previously described?!
is used before and the details of the proofs are therefore omitted)

K(ysi n(x) (x.y) 2
Vo) = S (LD ¢ o™ s, )

Yy =PB-vy, y = Lsign(xoV/dy)

m(x,y) = 1 arctg(agﬂsign(x)—Zy)’ Y = 8—7;>1
g—1 2Jg-1y a
s(x,y) = 2¥Ixl - /I sign(x)y +y° (3.17)

where k and kg are parameters.

As in the preceding cases, the discontinuities in the function (3.17) are removed by means of a special choice of the parameters k and
ko:

- S S

v(d) = eXp(2 - arctg(;/_dig— )

kellg)nIgh), Ig) = (2+L(—_1), \lLl)) ¢ =86-L) o 8B+D)
& '\/é A/é a o

(k is a numerical parameter).

Theorem 5. if 3>5L and 32L< a2 <8(B—L), the function Vsww(x,y) possesses the following properties:

1) it is continuous and Lipschitzian in the neighbourhood of each point of the space R? and is also continuously differentiable when xy + 0;
2) the derivative of the function V(x(t), y(t)), where (x(t), y(t)) is an arbitrary solution of system (3.16), satisfies the inequality

I./Slw(x(t)’ y(t)) S"'kmin'\/ Vstw(x(t), y(t)) (3.18)

for almost all t >0, where

knin = 2= min  {JglkJz—w((B-a’g)/8)l}

geig.g'}

The Lyapunov function Vw(x,y) and its contour lines are shown in Fig. 4 for the case when a=3=1 and L=0.2.
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Fig. 5.

4. Examples of the use of the results obtained in problems of identification and control under conditions of bounded
perturbations

4.1. Stabilization of an object with a variable mass

We will now consider the equation of the dynamics of a body with a variable mass (the Meshcherskii equation)
m(NX(1) = m(o+f(t,x,x); |f(t,x,X)|<fy, 0<mg<m(t)<m, (4.1)

where x is the scalar coordinate of the centre of mass, m(t) is the mass of the body at an instant t, U is the velocity of the separating material
with respect to the body and f(t, x, x) are the bounded perturbations of the system. It is also assumed that the mass of the body at each
instant is unknown and only the range over which it changes is known.

We shall assume that system (4.1) can be stabilized by controlling the reactive force F = ri(t)v, which can take the values FPe{—a,0,+a}
with a certain relative error 9, that is, F=(1 + §)F. Reducing the initial system (4.1) to the form

j = (1ia)f“+f(z,x,x)
m(t) m(1)

and treating F as a control, we can solve the problem of stabilizing of the given system using the second order sliding algorithms considered
above. Using the results for a terminal controller, we define the control in the form

F = —asign(y + BJI?Isign(x))
a>mfy/(my(1-38)), 0<B<./2(a(l—-8)/m,—f,/m,)

X =y,

The trajectory of system (4.1), obtained by numerical modelling of the control process for an initial state (2, 0.2) and the parameters
my=28, m =10, f, =02, &=003 a=0.5155 P =0.2214

is shown in Fig. 5.

The estimate of the time of incidence of the system at the origin of the coordinates t, <29.32, obtained using a Lyapunov function
according to formula (3.14), was confirmed by numerical modelling when this time was found to be equal to 24.4.

Other examples of the use of second-order sliding algorithms for controlling mechanical systems are available, 1113

4.2. Identification of a state using a “super-twisting” algorithm

Consider the system
x=y, y=ftxy+e(txy) (4.2)

where x,y € Rare scalar state variables (for a mechanical system, x has the meaning of a coordinate and y the meaning of a velocity), the func-
tion f{t,x,y) is assumed to be known and &(t,x,y) is an unknown function characterizing the bounded perturbations and the indeterminacy
in the model parameters.
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Fig. 6.

It is assumed that only the quantity x is accessible for measurement and it is required to construct an identifier of the second state
variable (y). For this purpose, we make use of a “super-twisting” algorithm and introduce into the treatment an observer’s equation in the
form

x = y + a.flx — x| sign(x - x), ;1 = f(t,x,y) + Bsign(x - x)
x(0) = y(0) = 0 (4.3)

where x,y € R are the state variables of the observation system, and o and {3 are positive parameters. For the equations in the deviations
X =x—X,y =y -y, we shall then have

x = —aJxsign(x)+7, ¥ = g(tx,y,y) - Bsign(x)

g(t,x,y,y) = flt,x,y) - f(t, x,y) + (1, x, y)
If the functions g(t, x, y, ¥) is bounded:
lg(t,x,y, )| <L forall x,y,ye R, t>0

then, on the basis of the results from the super-twisting algorithm, the choice of the parameters from the conditions

B>5L, Jf32L<o<.8(B-L)

guarantees the finite-time convergence of the error of observation to zero after a finite time.
As an example, we consider system (4.2) when

At x,y) = —0.05sign(y) - 2sin(x), |e(t, x, )| <0.1

Then, [=0.2 and, for B =9 and « =3, the observer’s variables, obtained by numerical integration of system (4.3), will converge after a
finite time to the exact values of the state variables of the system. Results of the numerical modelling of the corresponding transient are
shown in Fig. 6.

A Lyapunov function of the form (3.17) can be used to estimate the guaranteed time of convergence. Since the estimate of the time

1, < 20V (X(0), (0)) /K i

requires a knowledge of the unknown value y(0), it is not possible in practice to obtain this estimate without prior estimation of the
maximum possible value [y(0)|. Assuming that |y(0)|<1, we have t, <3.38 and this is confirmed by a numerical experiment, according to
which t,=1.05.

The construction of an observer was carried out earlier 12 for more general mechanical systems. The use of higher-order sliding modes
to construct state observers is also discussed in Ref. 22.
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Appendix A.

A.1. Proof of Theorem 2

Property 1. Since all the parameters of the function Viw(x,y) depend solely on sign(x) and sign(y), this function can only have discontinuities on
the lines x=0 and y =0. At the same time, the parameters p and q were chosen such that the discontinuities on the above-mentioned lines were
eliminated. The constructed function Viw(X,y) is therefore continuous.

By virtue of inequality (3.2), the positive definiteness of the function Viw(x,y) follows from Lemma 2 and the continuous differentiability
when xy # 0 is checked by direct calculations of the partial derivatives.

We also note that the function Viw(x,y) is continuously differentiable right up to the boundaries x=0 and y =0 and has finite jumps in
the partial derivatives on them for any finite x and y.

Consequently, it is Lipschitzian in the neighbourhood of each point of the space R2.

Property 2. We calculate the total derivative of the function Viw(x,y) along the trajectory (x(t), y(t)) of system (2.7), (3.1) for all t > 0, x(t) #+ O,
y(t) # 0

V= qm[—h 2hisign() [ —i)]; Y=+ Ru, 7 [-C.Cl, pe (5™ 5™]

Yoo+ Y
We have
X - u(rlm_i:rZ)""YSign(x)sl, sup I'/tws_q ,Vtw whenxy>0
Y b (ri+r)-C vy, Vi

_ w(r, —r,) + ysign(x) > sup Viw <—q./V,, whenxy<0

b™(ri-r)+C  vivi

<=2

™ (r,—r,)-C
™ (r,—r) +C

It can be shown that, in the case of the constraints imposed on the parameters rq, r; and C, all trajectories of system (2.7), (3.1) will
intersect the lines x=0 and y =0 at isolated instants and, moreover, there will be no motion along these lines. The instants of incidence at
the origin of coordinates ty > 0: x(ty)=y(to) =0, for which the derivative can be calculated by definition, are an exception. By virtue of the
system

x(t)) = y(t), y(t) = y+pu

ye[-C,Cl, pel[b™ 6™, uel-r—ry,r+r]
we have

Vtw(X(t), y(t))tzto — PLHOVtW(X(tO + h), y(tO + Z)) — Vtw(x(’O)a y(tO)) —

0

h—>0 h h—>0

_ i V) + hy(t0) + 0h), (1) + 1) _ 4" ollo] + 07/ @D -/ _
4h

n= h(y+[a)+o(h)

It has therefore been shown that inequality (3.7) holds for almost all > 0.
Proof of Theorem 3.

Property 1. The parameters y, i and p of the function Vierm(x,y) depend on sign(¢(x,y)) and sign(z(x, y)) and, consequently, the function
Vierm(X,y) can only have discontinuities when ¢(x,y )z(x,y )=0. Note that, in the case of the constraints imposed on the system parameters and the
control mentioned in this theorem, the curves z(x, y)=0 and ¢(x,y)=0 only intersect at the origin of coordinates. The continuity of the function
Vierm(X,y) on the curve z(x, y)=0 was attained due to the choice of a suitable p, and the continuity when ¢(x,y)=0 follows from the limit

Viern(%, ¥) = ¥*/17] when @(x,y) =0
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which is independent of sign(¢). Hence, the function Vierm(X,y) is continuous in the whole space R2. The continuous differentiability of the
function Vierm(x,y) when ¢(x,y) =0 is verified by direct calculations of the partial derivatives.

Property 2. The choice of the parameter p in the form of (3.2) guarantees that Vierm(x,y)=0 when z(x, y)=0.

We will now show that
v(x,y) = pllx =y /@ -y/7>0, (%) e R:z(x,y)#0
Actually,

a) when ¢=0and z # 0, we obtain xz<0, yz>0 and v(x,y) = [y||}’| > O,
b) for ¢z <0, we have xz<0, yz>0 and iz/lyl < x < y?/p2. It follows from this that v(x,y)>0;

c) the case when ¢z >0 is considered in a similar manner.
Since Vierm(X, y)=U2(x, ¥)/4, the required property of the positive semi-definiteness of the function Vierm(x,y) is proved.

Property 3. When t>0: @(x(t), y(t)), we have

Vim = - L+ 21558021 1)

= - - - min max]

Yy=v+pu, ye[-C,C]l, nelb

Taking account of the fact thaty/§ > 1 and

1+P| ylsign(y )>0 (x,¥) c R’
2./lol

we obtain Vierm < —+/Vierm when t>0: o(x(t), y(t)) + 0.
For instants t>0: p(x(t), y(t))=0, the inequality is verified by calculating the right Dini derivative number which is equal to —cc.
Proof of Theorem 4. To start with, we note that the following equalities

7l = b™a—C, sign(¢) = sign(z) and (x,y) >0 when x*+y’>0

hold in the case of the constraints specified in the theorem that are imposed on the system parameters and the control.

Property 1. The continuity in R? and the continuous differentiability of the function Vyese(x, y) when z(x, y)x # 0 are verified by analogy with
the arguments presented in the proof of Theorem 2.

Property 2. When t>0:y(t)z(x(t), y(t)) #+ 0, we have

Vea (1), y(r»—qm(? ;y}%“i{%)( ?D

where ; =¥+ ftu, y € [—C, C], jt € [b™", bMaX]_ From the inequalities (y + jiu)/(y + pu) > 1 and

1+12.|J’|SL‘(J’Z)>0 forall (x,y) € R?

2./l

we then obtain Vnest(x(t)s}’(t)) < —q+/ Vnese(x(t), y(1)).

If a sliding mode arises on the curve z(x, y)=0, then, for the variable y, we obtain the following sliding equation y = —0.582sign(y).
Calculating, in this case, the derivative Vyest(x(t), y(t)) according to the definition, we obtain

-2 . 2 -2
Vs (K0, (1)) = lim O+ h(—o.Sstlgnh(y(r)))) [4-k Y (0/4 _

.02
S A EORTO)

In order to complete the proof it merely remains to note that any trajectory of system (2.7) with the control (3.8) always intersects the
line y =0 at isolated instants and, moreover, there will be no motion along this line. Consequently, inequality (3.15) is satisfied for almost
all ¢>0.
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